ey

THE EDUCATIONAL PSYCHOLOGY SERIES
Robert J. Stemberg and Wendy M. Williams, Series Editors

David Yun Dai (Ed.)

Hacker/Dunlosky/Graesser (Eds.)
Aulls/Shore

Shore/Aulls/Delacourt (Eds.)

Constas/Stemberg (Eds.)

Zhang/Sternberg (Eds.)
Kyllonen/R.oberts/Stankov (Eds.)
Sternberg/Preiss (Eds.)

Dai/Stemberg (Eds.)
Dai/Stemberg (Eds.)
Valdés

Dominowski

Como, Cronbach, Kupermintz,
Lohman, Mandinach, Porteus,
Albert/The Stnford Aptitude
Seminar

Ferrani (Ed.)
Sterberg/Zhang (Eds.)
Torfl/Sternberg (Eds.}

Martinez

Sterberg/Williams (Eds.)
Smith/Pourchot (Eds.)

Hacker/Dunlovsky/Graesser (Eds.)
Marton/Booth

Design Research on Leaming and Thinking in
Educational Settings: Enhancing Intellectual Grouth and
Functioning

Handbook of Metacognition in Education

Inquiry in Education, Volume I: The Conceptual
Foundations for Research as a Cumicular Imperative

Inquiry in Education, Volume II: Overcoming Barriers to
Successful Implementation

Translating Theory and Research into Educational
Practice: Developmentsin Content Domains, Large Scale
Reform, and Intellectual Capadity

The Nature of Intellectual Styles
Extending Intelligence: Enhancement and New Constructs

Inteltigence and Technology: The Impart of Tools on the
Nature and Development of Human Abilities

Moetivation, Emotion, and Cognition: Integrative
Perspectives on Intellectual Functioning and Development

Beyond Knowledge: Non-Cognitive Aspects of
Developing High Ability

Expanding Definitions of Giftedness: The Case of Young
Interpreters from Immigrant Communities

Teaching Undergradiates

Remaking the Concept of Aptitude: Extending the
Legacy of Richard E, Snow

The Pursuit of Excellence Through Education
Perspectives on Cognitive, Leaming, and Thinking Styles

Understanding and Teaching the Intuitive Mind: Student
and Teacher Leaming

Education as the Cultivation of Intelligence

Intellt;gém, Instruction and Assessment; Theery into
Practice .

Adult Learning and Development: Perspectives from
Educational Psychology

Metacognition in Educational 'Theory and Practice

Learning and Awareness

For additional information on titles in the Educational Psychology Series series visit

wwrw, routledge. com /education

DESIGN RESEARCH -
ON LEARNING

AND THINKING IN
EDUCATIONAL
SETTINGS

Enhancing Intellectual Growth
and Functioning

Edited by
David Yun Dai

Do (212D, Froem Sk Peraon
Ly € mank Besign |

E Routledge
TW&andsGroup 2 0 } 2

NEW YORK AND LONDON




1

FROM SMART PERSON TO
SMART DESIGN

Cultivating Intellectual Potential and
Promoting Intellectual Growth
through Design Research

David Yun Dai

Education secks ta develop the power and sensibility of the mind. On the one
hand, the educational process transmits to the individual some part of the
accumulation of knowledge, style, and values that constitutes the culture of a
people. In doing so, it shapes the itnpulses, the consciousness, and the way of
life of the individual. But education must also seek to develop the processes of
intelligence so that the individual is capable of going beyond the cultural ways
of his [her] social world, able to innovate in however modest a way so that he
[she] can create an interior culture of his [her] own. (Jerome Bruner, 1966, “After
John Dewey, What?")

From Smart Person to Smart Design

What makes people intelligent? This question is often interpreted to mean
what makes some people smarter than others? The entire history of research on
intelligence uses what I call the smart person paradigm; that is, intelligence is 2
property of the individual mind. We can trace the logic through the use of
language: if a person acts intelligently, then he or she is intelligent, and we might
further infer that he or she possesses high intelligence (see Lohman, 2001). The
reification, of course, requires evidendal support. Research efforts have abounded
in the past century to pin down exactly what makes one more intelligent than
others. What 1 briefly mention in the following section are but a few distinct
examples.

The year was 1978. In an effort to understand how intelligence works,
Campione and Brown (1978) drew insights from the performance of children
with mental retardation. What they found lacking in these children in a “transfer
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of training” task was “executive control” (including metacognition), which is
responsible for generalizing and deploying routines and strategies in new situations.
“As retarded children do not spontaneously fill in gaps in training, their
performance gives clues to the kinds of ‘gap-filling’ which is automatic, or relatively
50, for the more intelligent problem-solver” (pp. 287-288). A similar conclusion
was drawn from Borkowski and Peck (1986), based on research comparing gifted
and regular children on a metamemory task requiring filling in the gaps left by
instruction. They found that gifted children did better with fewer trials in the
“gap-filling” task and were able to make a far transfer. Similar work based on
the then dominant information processing theory led Resnick and Glaser (1976)
to propose a definition of intelligence as the ability to learn in the absence of
direct or complete instruction. Indeed, the gap-filling capacity was one of the
design principles underlying the Aptitude-Treatment Interaction approach (ATI;
Cronbach & Snow, 1977; Snow, 1994). This is but only one version of smart
person accounts (see, for example, Carroll, 1993; Cattell, 1971; Jensen, 2001).
Now, fast forward to 2005. In an online chess tournament organized by
Placechess.com, twa amateur chess players as a team became the final winner,
defeating some grand masters on their way to the tournament championship.
Secret? They “trained” and used three computers to conduct highly skillful
analyses, whereas the grand masters were only equipped with mediocre computer
programs. Many lessons can be drawn from this event. The most distinct are
technological support {computers doing some highly complex calculations and
analyses), collaboration (putting heads together, mutual stimulation and evalua-
tion), executive control (deliberaton on muldple sources of information and
decision-making), and online and offline leaming (reflacting on situatons and
problem solving). To be sure, the role of intelligence in the two amateur players
cannot be discounted, which in a way resembles the executive, metacognitive
control in the gap-filling research paradigm. However, there is no doubt that the
high-level intellectual performance they demonstrated is not possessed by them
individually, surely not a property of their minds, but distributed between the
two individuals, between the individuals and their environment {condidons and
constraints related to chess games) and tools (computer programs) they used.
Indeed, there is even an implicit ““design” in the distribution of intelligence: taking
advantage of what human beings are good at, and what computer programs are

good at (see Kasparov, 2007). This and many other social circumstances led Barab.

and Plucker (2002) to question: what makes an act intelligent; smart person or
smart context?

Comparing the intellectual preoccupations in the 1970s and 1990s or 2000s,
one cannot help but notice the changes in zeitgeist. Those leading scholars
who used to espouse the smart person paradigm back in the 1970s and 1980s
have shifted their focus to context {c.g., Brown, 1997; Glaser, 2000; Resnick,
2010; Snow,Q). Without denigrating the smart person paradigm, it is indeed
h.igh‘timc.that e consider the problem of “smart design”: how intelligent acts
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can be enhanced by deliberate arrangements of person—task transactions and
environmental support,

Learning and Intelligence: How the Twin Got Separated
and Came Back Together

In Alfred Binet’s original conception as well as its more contemporary rendition
(c.g., Carroll, 1997), learning is about making adaptive changes through experi-
ence, and intelligence is about the ability to make adaptive changes, and the
growing potential to become increasingly more intelligent through learning. It
follows that intellectual development and le:rmng should be closely related:
intellectual functioning enables effective leaming, and leaming should facilitate
further intellectual growth. A child who has a habit of trying to figure out things
will be smarter over time than a child who is used to getting ideas from others.
However, while individual differences in cognitive abilities have always been
treated as an important determinant of lcam.ihg {e.g., Ackerman, 1988; Carroll,
1997, Haier, 2001), the history of research on leamning seems to have lintle to do
with enhanced intelligence until recenty (Ceci & Williams, 1997; Kyllonen,
Roberts, & Stankov, 2008; Perkins, 1995). Why is this? One reason is that for
a long time intelligence has been considered genetically determined and biologically
constitutional; one can gain knowledge through learning, but one’s level of intelli-
gence remains virtually unchanged {see Jensen, 2001). Methodologically, it has
to do with the divide berween what Cronbach (1957) called two disciplines of
psychology. While applied research focuses an psychometric testing and adopts
an individual differences approach to the study of intelligence, from Spearman
(1904) to more recent efforts (see Carroll, 1993; Deary, 2002), basic research on
learning takes a situational approach, aimed at understanding the basic undezlying
processes and mechanisms, how new responses get strengthened, and gradually
become habitual, or how information gets cncodcd and how it is retrieved for
use. Concerns over how active learning enhances an intellectual grasp of matters
and achieves its adaptive value in a particular functional context became secondary.
Although Estes (1986) pointed out the role of leaming and knowledge in
enhanced intellectual functioning, it is not until more recently that intelligence
has been conceptualized as contextually bound and developing in nature (Ceci,
1996; Lohman, 1993; Sternberg, 1998). One prominent psychometric theory of
intelligence (Cattell, 1971) makes a distinction between crystallized intelligence
and fluid intelligence, with the former influenced by learning experiences and
supported by knowledge (Hunt, 2008), and the latter more biologically deter-
mined and difficult to change. However, recent studies (Jaeggi, Buschkuehl,
Jonides, & Permig, 2008) show that even fuid intelligence can be improved through
working memory training. A view of inclligence as distributed begween the
person, the environment, and tools and resources around, rather operty
of the mind (Pea, 1993; see Gresalfi, Barab, & Sommerfeld, this volume) further
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opens the doer for more contextual, dynamic, and incremental accounts of how
intelligence (i.c., the human mind) functons and develops through leaming
experiences.

In addition to the parting of the “two disciplines of psychology” (Cronbach,
1957), child development research has also witnessed 2 long separation of lcaming
and intellectual development. While learning is considered an intake of specific
content information, which is processed and stored in long-term memory to be
retrieved later, intellectual development is considered as having its own
preordained structural properties and development, devoid of any content and
context dependency; progression in cognitive functions will occur sooner ot later,
regardless of what kind and duration of learning experiences or input one might
have (e.g., Piaget, 2001). This more or less Cartesian view of development of
mental funcdons as separate from embodied experiences has been challenged in
recent years (sce Fischer & Bidell, 2006; sec also Siegler, 2000, for a discussion
of learning redux in developmental research). From a micro-developmental point
of view, Kuhn (2002) argued that learning so much resembles development in
its complexity, organization, multfacctedness, and dynamic quality, that “we now
recognize learning to be more like development” (p. 111).

Taken together, a broader conception of learning, thinking, and inteliectual
development seems in order, which would fully incorporate the normative
notion of learning aimed at optimal intellectual development.

Learning as an intellectual Act, and Learning Outcomes
as Intellectual Growth

Psychology has come a long way in realizing that learning and thinking are
fundamentally intertwined, and that, to a large extent, learning is about learning
to feel, think, and act in a2 more sophisticated, intclligent way. As Resnick (1987)
pointed out, the seemingly simple task of leamning to read involves development
of higher-order cognitive functions, such as nuanced understandings of the
syntactic and topical nature of a text, and the active process of filling in gaps
(c.g., making inferences, building coherence), and detecting discrepancies in
making meaning out of a text. Likewise, leaming of basic mathematics should
be treated as an interpretative (i.c., intellectual) enterprise, so that “mathematics
is seen as expressions of fundamenta regularities and relationships among quantides
and physical entities” (Resnick, 1987, p. 12; see also Resnick, 1988), rather than
merely 2 set of computation routines, created by geniuses and meant to be
committed to one’s memory. It is time, indeed, to advocate a thinking curriculum
(Resnick, 2010) that goes beyond the transmission metaphor of learning and the
warchouse model of knowledge (Schank & Cleary, 1995), and integrates what
we know about the interplay of knowledge and intelligence to elucidate how
knowledge can be built to facilitate good thinking and intellectual growth.

articipation in various domains of
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soFiﬂ pr?cticc, to experience the world in hew ways, to form new affiliati
with various groups of people who are doing memi,ngﬁd work, and t“‘"f“
resc;lu;cs to prcparc.for future leaming (Gee, 2007). , ° gam-
o abu;gag!}]ltth‘:;lr]e::i expositions of learning in the emergent learning science
1t, y new proposals and| renditions (see Sawyer, 2006), the

following three principles i in i i
rowing thre: principles are particularly in line with a focus on learning as an

(a) Learning is Perspectival

T . . .
mic:!eiacx;nu ;tht:;z mtellcc;uail l:}:;rcl Is to gain new perspectives or broaden one's
on, to feel, think, and talk about 2 i i
:  to feel, think, particular topic or act
:h;iasarucl:ula.r )clazsa;f srtuations in a more intelligent way (Gee 2003? Grcsa]il ;P:j"
volume). pert (1990) distinguished this , , .
. s type of knowledge as knowledge-
about,fthat is, the knowledge of the functonality of a parzfular m?:&::g;r
w oo
w;}irc}c: isk:joﬁmng 1;0 the ki-largu:r context of social practice (see also Gee, 2003)
erent from knowledge-of, the knowledge of i , ‘
' , ular d
or concept itself. The perspectival principle also plics thac, for = ghven sonte
. _ principle also implies that, fo i i
1 : , for a given t
lc:or 1§zue, ;h::lc likely exist mulriple perspectives, each having its own afslumpﬁzl:::
Edgl:c;l :i.: ; 1:]cs (Brun?r, 1?96). The perspectival view of learning highlights th;
e ofn value of d}rccung attention and developing sensitivities to various
tak:: of mcamng.makllng for adaptive and productive purposes. Affectively, it
- ul: sequcnu.al processes of recognizing, -appreciating, and valuing to "n
parucular perspectives. A child who starts to appreciate a particular way of log:ilc-

ing at the world (e.g., through Picasso, Hawki
M " 1 awkl " : .
his or her mental compass in a fundamental w:y or Mother Teresa) is changing

(b) Learning is Instrumental

This eriac .

Ci:s pnr;;xgplc. suggests t}.mt learning and doing cannot be separated (Schank &

mdfz;m ’ 3:1) :‘?e p;).lrs.ult ?f :ﬁaming always serves some intellectual, practical
es, e it scientific discovery, engi 1 ’ iron

mental protection. Dewey {1997) put it th?'s w‘a?‘nccnng ®produes renviton-

:;::l:ec;uda‘.l organi.zad‘on originates and for a time grows as an accompani-
m :1 d?rc c orga.mzauo.n o_f acts required to realize an end, not as the result
ct appeal to thinking power. The need of thinking to accomplish

something beyond thinking i i inki i
g ey g 15 more potent than thinking for its own sake.

Th -

. 'c:{:iforc;l hw mouva‘nons are always decply involved in any socially

f’:rgand "12 , go -dm:ctfd learmn. g activities; it is important, therefore, that students
a need to know™ (Wise & O’Neill, 2009, p. 90). Learning is optimal when
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the purposes, structure, and tools of a relevant domain of knowledge are made
clear to learners, 5o that they know why to engage in an activity and how to find
and use available tools and resources to achieve their goals. The instrumental
principle also implies that contents of knowledge need to be connected so that
the learner can see how the parts are linked to the whole in a domain in serving
larger functional purposes. The metaphor of “leaming your way around” (Greeno,
1991; Perkins, 1995) is powerful in explaining how learning as an intellectual act
is to build conceptual understandings of the deep structure or “design grammars”
(Gee, 2007, p. 28) that serve to organize seemingly discrete factual and procedural
information and turn it into “usable knowledge” (Bransford, Brown, and Cocking,
2000, p. 16). While the history of learning theories was replete with atomists
who portrayed learning as a lincar accumulation of bits and pieces of knowledge
in building a whole (sce Hilgard, 1948), the navigation metaphor of learning
suggests that learning is an act of navigating complex conceptual spaces and
understanding how a particular component is connected with other components
in the workings of a machinery, a group of people, an ecosystem, 5o on and so
forth, so as to inform our action in a related practical setting. To be sure, honing
skills and consolidating procedural and conceptual instruments take much
instruction, training, and deliberate practice over time (recall the 10-year rule in
the development of expertise; see Ericsson, 2006). It is important, however, to
distinguish berween technical proficiency and conceptual understanding in skill
development. Technical proficiency reflects the kind of procedural competence
that works in a fixed way, thus reproductive in nature. Only conceptual
understanding can make one’s thinking truly productive in that it cnables one to
adaptively solve problems for which no ready solution is available (Hatano, 1988).
The instumental view of learning is an antidote to the type of learning that
produces inert knowledge, which is a major problem in modem education
(Whitehead, 1929). It is the use of knowledge in problem solving that propels
extended learning and knowledge building.

(c) Learning Is Reflective

Dewey (1933) takes reflective learning as the central task of education: “The real
problem of intcllectual education is the transformation of more or less casual
curiosity and sporadic suggestions into alert, cautious, and thorough inquiry”
(p. 181). Learning is reflective to the extent that the learner reflects on the nature
of social practice they participate in, and of instruments and tools they are using
or mastering, and of thinking processes and strategics that they are deploying.
Reflection, then, means more than metacognition. Rogers (2002) summarized
Dewey's delincation of reflective thinking as based on four criteria: {a) meaning-
making, aﬁgorous way of thinking, (¢} community of reflective practce, and
(eh 2 <ot of arritudes conducive to reflection. Reflective leamning naturally leads
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to what Gee {2003) called critical learning: “the learner must be able consciousl
to attf:nd. to, reflect on, critique, and manipulate those design grarrmn;Cr:OFthy
orgar;;zanona.l rules of a knowledge domain or social practice] at a merz.lcvcl'c'
(pp. 31-32). What one gains through such reflective thinking is metaknowledge
'(e.g., knov.«rlcdgc about the nature and process of knowing, thinking, and d o
in a domain of social practice) and strategic undcrstandinés of whi'n and E::i
:mus;lctliic can bc.uscc.l to achicve one’s goals. It is worth noting that a reflective
cnmih;mn t:' :Sxpl;nencmg new Fcrspcc_tivcs, has both cognitive and affective
il thete,is I:Mif:wcy argl'lcd, there is no integration of character and mind
. on of the intellectual and the emotional, of meaning and value”

(quoted. in Rogers, 2002, p. 858; see ako Dai & Stemmberg, 2004) ® -
To illustrate how these principles are reflected in cI.assroor;x teaching, |

paraphrase an account of a science class quoted by Herman and Gom 2(%(‘)9
pp- 72-73), with my comments inserted in the brackets; ! ’

In a 9th grade environmental science class, students began by discussing a
car on a hot day and the difference between the outside and insigdc
tempcr:';turc of a car, Then students conducted a lab with 2-iter soda bottles
measuring the temperature differences inside the covered versus uncover d,
Ziosrtles: [Comments: A question about an everyday phenomenon drove t;c
d nc:;su;: ;m:c?fc)nn;cntauon; stuflcnt; experienced a scientific mode (i.e.,
- ljfz‘] €) of understanding something occurring frequenty in
During th.c post-lab discussion, the teacher probed students on why the
tempenature increased, and uncovered a misconception that light andyheat
;:il;crgy are the same thing, and that they both can pass through a barrier
e glass (in the case of the car), or plafstic wrap (in the lab}. The students
were perplexed when their observation of what happened to the covered
bottles was at odds with their asumption. [Comments: misconceptions and
perplexity instigate a need to know, which prompts ins1:111.111::1'1!:.311]J 1 i ;
smc';cnts became more reflective on their own beliefs.] e
o resolve the puzzle, students read the text about t.h
and annotated with partners to help dissect the rcading.cS%Z::lccr;h: ::czfcj
what they had found and tried to explain the lab results. Connections wsc
drawn between the covered bottles and the greenhouse effect ing
together the opening example of the car, the experiment, the grcc;lhlrng
eﬁ'ect.. and global warming, [Comments: texts were used ;.s a resource ltise
;clsolvu:.tg a ]ingcrirfg question; students leamed to coordinate evidence a.:c;
: C:Z c:g for;n;l:rt:ng. reas-oned arguments; they experienced collaboration
oy he of shared u.:quu'y; they made connections between what they
insc ool and a major challenge in the 21st century, which d lead
to significant perspectival, instrumental, and reflective gam.s] N
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Finally, the students remamned to their lab group to answer questions that
synthesized all of this information and ulimately how the greenhouse effect
is the mechanism for global warming. [Comments: dme for synthesizing,

organizing, and reflection.]

In short, these students, through carefully structured activities, were gaining
a new way of looking at what occurs around them every day and developing an
appreciation of how to think, talk, and act like scientists {perspectival learning),
on top of acquiring substantive knowledge. The students’ desire for know-
ledge was driven by making an inquiry that was socially important and personally
meaningful; they were building, through the inquiry process, new technical 2nd
conceptual instruments for observing, reasoning, and problem solving (instrumental
learning). Through discussion, sharing, and reflection on the inquiry process and
outcomes, the students were also gaining insights about themselves as learners,
about the nature of scientific inquiry, sources and evidence of veridical knowledge;
they were also likely to value science when they saw how it improves human
conditions and contributes to the welfare of the larger society (reflective learning).
This type of learning, which engages thinking and reflection, is in stark contrast
to lezming as regurgitation and passive absorption of prescribed knowledge, as
was apparently the case in the teacher’s earlier rendidon of the same unit of
curriculum (see Hermzn & Gomez, 2009, pp. 72-73). Consequendy, intellectual
growth can be defined as follows:

*  Perspectival gains: Do students gain new perspectives because of the learning
experience? Is there evidence of newly acquired or enhanced sensitivides to
important macters in the world? Do students come to appreciate and value
certain ways of looking at and thinking about the world that they were not
aware of before?

+  Instrumental gains: Do students acquire the kind of foundational knowledge
and skills to organize the knowledge in a way that allows them to effectively
navigate the problem spaces, including those ill-structured ones? Do they
demonstrate the ability to use knowledge and external resources and tools
adaptively and productively? Do they show increased motivation to further
pursue knowledge in the service of understanding and problem solving that
has rea! life significance?

*  Reflective gains: Do students show metacognitive gains regarding how and
how well they tackle the challenge at hand? Do they show epistemological
gains in terms of deep insights into the nature and structure of a domain of
knowledge and social practice? Is there evidence of a more critical stance
toward information and knowledge claims with respect to its validity and
use? Do students show attitudinal changes regarding the value of the

howledos niirenit thevy have heett enocaced 1n?
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Perspectival gains

< =

Instrumental gains . Reflective gains

ﬁgéﬁ

FICURE 1.1 Reciprocal i i ive, i
lcmpﬂg. Interaction of perspective, instrumental, and reflective

The three aspects of learning tend to reciprocate and work in a cyclic fashion
to for'm new organization of intellectual functioning. Perspective gains, owin
to r.hcfr framing effect, facilitate instrumental leamning, Instrumental gains by g
deep into the structure and workings of a dgma'm, facilitate rcﬂectiv’c lei;iit:g
And.rcﬂcctive gains further enhance perspectival learning. Viewed this wag.
learning outcomes should be treated, not in a piecemeal and static fashion 1)1(1’
terms of what one is able to recall or do given a short period of inst:ruction’ as
the mdltio?al learning and transfer research parad.lgm implicitly prescribed i)ut
as 2 dynamic change in the scope, otganization, and use of knowledge anci the
way the mind is truly empowered to act upon the world {Kuhn, 2002" Schank
& Cleary, 1995), In essence, perspectival, instrumental, and reflective lc’arn.ing is
by- nhature generative, adaptive, and productive (Bruner, 1960, 1979). In the same
vein, 'rcscarch on transfer should take 2 more dynamic, developmental view, as
evolving representations of contexts and situations in which utilities of ccrt;u'n
knowledge are salient (Bereiter, 2002; Roycr‘, Mestre, & Dufresne, 2005)

Emm Ch]s point of view, instruction should be redefined, not as dispc‘nsin
pamajl‘ar. pieces of subject knowledge onto the heads of students but as st.tpport:lng
and'gLuchng such an intellectual act of making mezning out o,f presented infof
mmorln and situations and promoting intellectual growth. Optimal teaching
then, involves “smart design,” in the sense that {2) leaming environments arc:
orchestrated in such a way that the learner's colgn.itive, affective, and motivational
resources are leveraged to optimize intellectus] acts and growth; (b) supportin
tools .and resources are made available to providl: affordances and a;ldrcss clzri’c nf
lcarmng.—relatcd constraints and needs: and (c)I timely guidance and imtmifii)n
are pr(?udcd to enhance meaning making and kﬁowlcdge building, A smart design,
El::;l is l:}?i;;ixﬂy pro:ucing smart learning in terms of making people smarter ir;

g, , and action; it | i in i ivi
g mdgcommnts. itself is 2 smart system in its adaptivity to new
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Why Design Research? A Need for a New Epistemology
of Research on Teaching and Learning

There are profound consequences of such a new conception of learning as
involving significant amounts of gaining ncw perspectives about the world,
building instruments and tools for understanding and practical problem solving,
and reflecting on knowing and knowledge relative to intricacies and complexities
of the part of the world being acted upon.

Leaming theory and instructional theory are no longer separate, the former
descriptive, and the latter prescriptive (Bruner, 1966; Glaser, 1976; Shuell, 1993).
Rather, how instruction mediates learning and thinking at & particular point in
development for optimal intellectual growth is a main concem. In other words,
instructional design is a normative enterprise constrained by evidence-based
principles and reasoning,

Given the nature of design science versus analytic science (Collins, 1992), and
the ambition and scope of the *smart design,” the traditional research apparatus
simply cannot handle the complexity and interactivity of multiple components,
and the extended timescale of evolving behaviors of such a system. Taking things
apart to see how cach component works within a short time frame can be effective
up to a point; but, ultimately, putting it all together to see how the system func-
tions as a whole over time entails a new approach. In sum, we need a2 new
methodology that is apt to handle the complexities and responsive to emergent
possibilities and constraints involved in designing such a leaming environment.
Dede (2004) asked: “If design-based research is the answer, what is the gues-
tion?” (p. 105). It seems that design rescarch is well poised to address the ceneral

question of interest here.

While sharing certain common interests and concerns with the traditional
research on instructional design and learning—teaching interactions, design research,
alternatively called design experiment, design studies, design-based research,
espouses a different epistemology. Design research, as Brown (1992) initially en-
visioned, is “an attempt to engineer innovative educational environments and

simultancously conduct experimental studies of those innovations. This involves
orchestrating all aspects of a period of daily life in classrooms™ (p. 141). More
recently, Collins, Joseph, and Bielaczyc (2004) defined design research as having
a design focus and involving assessment of critical design elements, while closely
examining “how a design plays out in practice, and how social and contextual
variables interact with cognitive variables” (p. 21). It is important 10 note that
switching from the comfortable lab to the messy classroom as a venue for
research is not merely intended to carry out theoretical applications in practical
settings; it is a strategic move to embrace complexity and find new inspiration
from the real-life interactive systems {Brown, 1994; Greeno & the Middle School
Mathcré Project Group, 1998). Whereas the traditional instructional design
seconrch it concerned with engineering a sequence of activities in light of how
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;xpcmscu is developed (e.g., Glaser, 1976} or, in the program evsluation sense
Ow . ' I3 . ’
o w:; a particular 1.nstrucuonal program achieves its goals (Isaac & Michael
v ), design research is concerned not only with building practical models, b ;
- ay 4- . . . o8
mg gqt.:bbml&ng theories in situ (Barab & Squire, 2004), or what diSessa
mcuc; b (20?:) calé:d ontological innovation.” What distinguishes design
om the traditional rescarch on instructional designs i
: ) : ] esigns is the reciprocal
interaction of theor)I(, practice, and re in si its iterad :
it et . | X search in situ, and its iterative, formative,
Although drawing inspirati
u " : r” M : M
ek ough dra crg1 inspiration ﬁ.om Elcsx@ disciplines and professions
o . 'gme;:::i, and industrial design (Simon, 1981), design work
eaning oth similarities and diffe i
L o _ : _ : erences compared with
P ys:[cal c_icslg:n work. Like all design sciences (Simon, 1981), design research
1n cducation is concerned with building, testing, modifying, and disseminating
new practices and artifacts for particular educad os; |
onal purposes; it has imul
tancously address muldple constraints i ieving i ‘ < proces
. in achieving its goals; it invol]
of negotiation and bootstrappin ing in man ,  researth and
vt e pp g,.resuln'r}g in 1y cycles of research and
dev ment ; 1t uses technical rationality, via building formal models
replicable procedures, as well as reflecd ionali i i
e e remeedures \ fc ecdve rationality, via reflection-in-
practice and reflct practice (Schén, 1983). Rescarch evidence to support
: li " ¢ ar-c alm is based r?ot on the rule of fakification, as in natural science
but u:l opnma;xtyajof a design relative to achieving its goals, given resources'
nts, and values invol i i ; ’
oo nvolved in the design work (cf. Glaser, 1976; Simon,
. HF)\;’E\;:!‘, tth;rc- are unique properties of design research on teaching and
armng. First, design work tn education deals invari i
i . ! variably with open systems
;,c ;:; ill;n :loscg zstems, the parameters of an open system can never b?fu.lly
- ed, an e end state is not fully determined
: nd 1 . . In other words, desi
;'ogc 1:15 cduca_tlon is by nature an ill-structured domain (Spiro, Feltovich _]ac::kss:i-l
X ¢ oulson, 1991}). In contrast, there is complete information for b'uild.ing ;
it w:i:l 2: axr.plang, both in terms of its structure and the environment in which
nction. Second, design work on tcachin ing i
i : , g and learning involves desi
ing actions and processes for human bein i fons
- : gs who have their own disposit
to act in certain ways; this constraint is no P o
s ¢ t present for object-based o
?gcnt-b-ased (c.g:, designing a robot) design work. Third, as a comcquen:cm::t
u;'st;ucuonal dcstxg.n so developed is a soft design, a design with certain dc‘ cc):
;) eedom, as it involves enactment through human actions and interacti:ns
n i ” g b y .
Hmzo;t(r;::,fa haf- ' dc(ﬂ?hl would specify every computational detail leaving
or vanation (other than allowing sometimes for ot
) ‘ random selection of
{irc Rrogx;ugmcd rout.mcs). Takcn together, design research in teaching and
tharmnfg e ‘bcmtely-sxtuatcs itself at a level of complexity commensurate with
at of real-life teaching and learning conditions (Greeno & Middle.ol Math

Project Group, 1998).
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Four essential epistemic features can be identified of design .r:scar.ch on
teaching and learning in general, and designing teaching and leaming with tl?e
aim of cultivating intellectual potential and promoting intellectual growth in

pardcular.

Authenticity

Authenticity does not only mean that contexts, problems, conditions, ar}d
resources set up for leamning maintain high degrees of rcsc}'nblancc to ti:msc in
the real world; the perspectival, instrumental, and reflective lcarmng-ll.:self is
authentic in the sense it carries real meaning and significance to the ;‘J_amapa.nts.
In other words, there is real human agency in action (perceiving, acting, feeling,
and thinking), with real consequences (ends, solutions, and prodl.xcts). 'I.‘hc
environmental science class discussed earlier illustrates what an authentic learning

activity looks like.

Complexity

The teaching-learning system is by nature complex in that there are many
interactive elements, social and technical, interpersonal and intrapersonal, ?hat have
non-trivial consequences in terms of what actually transpires. Sometimes the
complexity can be decomposed to simpler problems or c.c)mp<.3ncnts; for examplc&
constraints specific to individual functioning can be identified and add.re.ftse
(see Bannan, this volume). But many times, multiple cc‘)mponc'nts are r.cspons:blc
for a particular emergent pattern of teaching—lcarning interaction, which cannot
be reduced to any single element acting alone, as interaction can produce
emergent propertics at the system level.

Emergence

Design work enacted in situ is always “work in progress.” Dcsxgn réwch Ogr;
teaching and learning has the dual role of building a thcory-dn‘vcn_ practical mode
while simultaneously modifying and refining its conccptua.hnuon. Emcrgcncer
in the design space means that there are emergent ?ropcmcs (new ?ﬁ'ctdanc?s
and constraints) during enactment that can only manifest themselves in dynamic
situations, and thus need to be captured during t.hc enactment. From aE
epistemologjcal perspective, emergence as a principle dictates that dcmépn. researc
is very much a process of conceptual development and change, from tmual c:;hn-
jectures to full-fledged theoretical models. The metaphor of Neurath’s boat at
Carey (1999, p. 316) used to characterize conceptual changcls f{ts the dy"namlc;.
paradoxical nature of design work in situ: building a boat while in the nuddle. o
the ocean—water conditions and the functionality of the boat, available materials
and tools all dynamically constrain how the boat is built.
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Formalism

Design research is supposed to produce a design of some sort. By formalism, I
mean both an overt, distinct structure of a practical model, and covert undezlying
theoretical underpinnings; they both indicate what Gee (2007) called design
grammars, or what [ would prefer to call “design logic.” Practically, an instructional
modecl achieves formalism when affordances and constraints of a given learning
condition are specified, and the processes by which affordances are realized and
constraints satisfied are also explicated to permit the deployment of a set of definable
tools and executable procedures in implementing the model (i.e., prototype) in
new situations. The design logic here mirrors the process of formalization: an
ever-refined understanding of affordances' and constraints in such a detailed
fashion that a theory can be developed to clucidate underlying components,
relationships, and processes within the boundary of a certain teaching-leamning
situation.

In sum, a smart design aimed at engaging intellectual acts and facilitating
intellectual growth in educational settings is situated in authentic contexts, with
authentic tasks and purposes. It has a level of dynamic complexity that can only
be understood at multiple levels of interactions. Thus design work nceds to be
tuned into emergent properties and refinie its conceptualization iteratively.
As a result, practical models can be "formalifzcd" with distinct theoretical under-
pinnings. .

In essence, what [ advocate here is a theory of education-based, design-
enhanced intelligence and intellectual development. As a matter of fact, much of
what diSessa and Cobb (2004) called “ontological innovation” is in line with the
notion of design-enhanced intellectual functioning and growth. Such a theory
of intelligence would serve the dual goal of muaking educational innovations that
solve recurrent and urgent problems, and building theories that address ques-
tions of how intelligence works and why it works at various levels of analysis.
Indeed, such an education-based theory of i;ntelligence could easily incorporate
those developed in the last century (Campione & Brown, 1978; Resnick &
Glaser, 1976), but put them at a proper level of analysis, while pointing out that
new educational technology can assist students in performing cognitive (or meta-
cognitive) functions traditionally considered difficult for some individuals (e.g.,
White & Fredericksen, 2005). In short, design research is poised to address the complex
issue of cultivating intellectual potential in its emphasis on agency, structure, and resources,
and its focus on how they work together to produce trajectories of intellectual growth.
It can potentially resolve a deep conundrum of the separation of person accounts
and situation accounts in psycho-educational research (Cronbach, 1957, 1975),
and the separation of descriptive and normative accounts of development in
developmental research (White & Frederiksen, 1998). As a result, such an
evidence-based theory would gain more e:'rplanatory power than descriptive

theories of learning, intelligence, or development.
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Challenges to the “Smart Design”: A Wicked Problem?

While promoting high-end learning and intellectual growth is a lofty goal, can
design research measure up to the task? There are at least three distinct challenges.
The first challenge comes from those social pessimists who believe that, when it
comes to intelligence, there is not much that educators can do (see Dweck, 1999,
for the discussion of an entity view of intelligence). For many of them, transfer,
a major concern over whether education can help students extrapolate, generalize,
and use what they learn, is epiphenomenal to individual differences in intelligence
(Detterman, 1993). This view is in line with early theories of intelligence (e.g.,
Campione & Brown, 1978; Resnick & Glaser, 1976). More recent theorists also
argue that the biologically secondary nature of most human knowledge dictates
a more modest view of the active learning and transfer (Geary, 1995), or that the
lack of knowledge and expertise fundamentally constrains students’ ability to benefit
from a constructivist pedagogy aimed at engaging high-level intellectual acts such
as problem solving and critical thinking (Kirschner, Sweller, & Clark, 2006).
Although there is convincing evidence for the effectiveness of some instructional
methods, such as mastery learning, in which highly targeted facts, procedures,
and ideas are concemned (e.g., see Bloom, 1984 for learning gains by two standard
deviations), solid evidence for learning gains in terms of enhanced adaptivity, deep
conceptual knowledge, and critical thinking is stll lacking, making some cducators
and rescarchers skeptical of such a thing as 2 “thinking curriculum” advocated
by education leaders (c.g., Resnick, 2010). Although obscured in the horizon
of many design researchers whose theoretical lens is more social-cultural, the
question of ATI (Cronbach & Snow, 1977) and differential treamment effects for
individuals stll lingers (see Ceci & Papiemo, 2005).

The second challenge is epistemological, regarding the efficacy of design
rescarch in resolving the issue of enhancing intelligence. The problem of enhanc-
ing intelligence through education is an “open problem.” Compared with closed
problems, for open problems, initial state(s) and goal state(s) cannot be easily
defined, and operators to move initial states to goal states are unclear (Kelly,
2009). In other words, the problem may be fundamentally an ill-defined one. It
may even represent ‘‘a wicked problem” (Kelly, 2009, p. 75}, a kind of problem
that involves clements or constraints that make its solution potentially unattain-
able. There are also concerns over methodological rigor, such as lack of control
(hence, questionable internal validity) and subjectivity in observing, assessing,
and interpreting classroom events, situations, and outcomes, as design researchers

are hardly bystanders, neutral to what they are observing. The messiness of class-
room teaching.and learning itself is a daunung challenge. Should the three-
strikes (falsification) rule apply if we have a hard time cbtaining solid, convincing
evidence in the midst of various “noises” surrounding the classroom (Mayer, 2004)7
Are we op a Pandora’s Box methodologically by venturing into the class-
roqm as a main venue for rescarch? Is the enterprise we are pursuing tractable?

J
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Ifit is not tractable,
1978).

Tl.1c third challenge has to do with the purposes of design research: is it main!
practical, fashioning innovations that can directly benefit learning and hciy
solve pressing problems, or theoretical, aiming at fundamental u.ndcrstandinli:
Barab and Squire (2004) and diSassa and Cobb (2004) stressed theory buildif .
3 a ha]%nurk of design research, while others argue that design research stri\f
ing for improved practice is by nature eclectic (Kelly, 2009). Of course, we can
conceptualize design research as fitting into the Pasteur's quadrant (usc—,ins ired
research) in Stokes’s (1997) framework, sécking fundamental undcrstanpdin
of cﬁ'e?ts of some artifacts and practices in a functional context However E
theoretical orientation would naturally seck cxiplamtions that have écncra.lizabilg
as v_vell as coherence, while omitting unnecessary local details and practical coz
straints, and a practical orientation would be attuned to local conditions and
make png.:matic decisions based on available tools and resources, Their priorities
san be quite different. Dede (2004) called for a distinction between design and
.conditions for success” for a particular design. Thus, a design can begli]ntact
fmelf, even Fhough its practicality may be an issue to be reckoned with in
implementation. For example, a design may entail high-level pedagogical content
knowledge on the part of the teacher (Shulman, 1987), but that not all teachers
are well equipped in this regard does not make 2 related pedagogical argument
less c.on.1pclling (see also Collins et al. (2004), for the distinction between a desi
and its u.nplcmcnr,ation), However, if the imﬁetus of design research is to cﬂ'fcr:
changa in the real world (Barab & Squire, 2064), then a design needs to address
'pracnc-al, social, and technical constraints in a direct manner. A “hothouse” des;
involving intensive resources and support systems may turn out fragile in rf:l

clas.srooms, where resources and infrastructure are not even close to what the
designers expect.

then such a research program will not be sustainable (Lakatos,

Embracing and Untangling Complexity: A Multiple-L
r ‘ : -Level,
-Multi-Phase Analysis of Design Work P )

Although dealing with the complexities of classroom life is 2 daunting task, there
are strategies and analytic tools with which to impose order. Greeno and the
Midd]c School Math Project Group (1998) discussed two strategies currently used
in research. One strategy is to conduct task analysis of subsystems and components
at-thc individual level, such as cognitive analysis of individual behavior; a problem
with this strategy is that there may be emergence of new properties, operators
and outcomes in the higher-order interactive systems that cannot be prcdjctcd'
by the behavior of lower-level components. The other strategy is to study the
higher-level interactive systems directly. A drawback is that such analysis might
overlook details of individual-level functioning. The two strategies mi ple-
ment each other. However, an approach that can integrate these rwoRvels of
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analysis is to propose a multi-level analytic framework that can avoid reductionistic
temptations to make individual participants look like isolated islands, while at the
same time giving sufficient attention to individual-level constraints on realizing
higher-level interaction (Sawyer, 2002).

Levels of Analysis

Any complex system can be seen as a multi-level system {(Newell, 1990; Simon,
1981). For the sake of analyzing classroom teaching and learning, I suggest a three-
level analytic system, the activity, intentional, and computational levels, with
each level having its own properties, constraints, and principles. The first is activity
(interactivity) level, which is mainly concerned with context, agency, purpose, and
structure, and resources revolving around a leaming activity. At this level, design
analysis is strategic: decisions have to be made on (a) what are desired goal states;
{b) what kind of tools and resources are nceded to achieve the goal states; and
(¢) how should leamning be organized and structured to achieve the goal states?
As the design work gets to psychosocial processes, the intentonal-level analysis
will be introduced; that is, how affordances of a learning activity are perceived
and acted upon by the leamners individually or interactively in a group setting,
and what kind of intentional-level action and interaction needs to be activated.
Note that the three aspects of learning, perspectival, instrumental, and reflective,
all involve intentionality or directed consciousness in the form of affects, desires,
and thoughts (Searle, 2004). Active leamning and meaning making are interpretative
acts, and thus the design analysis necds to preserve its unique subjective properties,
such as intention, positional identity, and intersubjectivity. For example, Brown
and Campione’s (1994) postulation of shared inquiry (¢.g., seeding and migration
of an idea) is meaningful only under the assumption of a2 common intellectual
space traversed by many, and the commitment to norms of practice shared
by a group of participants (sec also Bereiter & Scardemalia, 1993; Zhang, this
volume). Learning as critical interpretation (Lehrer & Pfff, this volume), as active
investigation and the development of dispositions to think and act (Gresalfi, Barab,
and Sommerfeld, this volume), as participation and identity development {Polman,
this volume), all operate at the intentional level.

As design analysis gets further down to algorithmic or computational level,
‘then the issue of how intentional-level actons are realized (or fail to be realized)
at the individual level can be further elucidated. In other words, how instructional
mediation plays out at the psychological level, and how individual-level enabling
and constraining factors interact with instruction and social interaction can be
identified. Indeed, we can discuss constraints imposed by cognitive architecture

(Kirschner et al., 2006) and its functional propertics (¢.g., comparing architectural
ideas by Barsalou, 2003; Glenberg, 1997; Sun, 2007, Sweller, Kirschner, & Clark,
A7y
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The udlity and importance of discerning levels of analysis in design work
becomes clear when we realize how we can be caught up by the failure to pay
due respect for unique properties and principles at cach level of analysis. In a
:ccent deb.ate on pedagogy or instructional approaches (Tobias & Duffy, 2009)

con.'strm':uvism" and “instructionists” talked past each other (Duffy, 2009; Wis;
& O l.\Icﬂl, 200?) precisely because they discuss issues at the diﬂ'cx:cnt lc:.'cls of
ana.ly.sm. While constructivists espouse more ambitious goals of promoting active
lemg and critical thinking and developing the person, instructionists are more
wortied about the lower-level constraints, such as lack of knowledge and cognitive
overload. Each leve! of analysis has its own properties and principles thafn:xecd
to be heeded; however, to argue that lower-level constraints can be a basis for
prescribing higher-level leaming goals amouats to arguing that physicists know
better than civil engineers about how to build a bridge.

Multi-Phase Design Architecture

In addition to levels of analysis, complexities of design work can be managed by
scgrflcnting different components and phases of design work, each tackling a
particular aspect and phase of learning activity. For instance, Calfee and Berliner
(1996) used someone (teacher) teaching something {content) to someone (learmner) else in
some setting (context) as a basic script of the dynamic teaching-learning system
Thc. “How People Learn” framework focuses on four main components as ccn-
tral issues of designing learning environments: community, learner, knowledge
md' assessment (Bransford et al., 2000). There seetn to be two critical issues all
de.ugr.: work has to deal with. The first is how instruction can be responsive and
adaptive to behavioral, cognitive, and motivational characteristics demonstrated
by a learner or a group of leamers (Snow & Swanson, 1992); the second is how
to balance and integrate content representations and thinking processes in teach-
m?g (Baxter & Glaser, 1997) and assessment (Anderson & Krathwohl 2001}
Figure'1.2 presents an architecture of design rescarch on teaching and icam.i.n :
thal_: honors t!}c conventional wisdom and practice in educational psychologyg
Whllt..'. emphasizing the dynamic emergence of theories and models of teach.ing-:
learning grounded in practice, research, and reflection in situ, As Glaser (1976)

envisioned in probably the earliest exposition of design research in instructional
psychology:

The design process essentially involves the generation of alternatives and
the testing of these alternatives against practical requirements, constraints
and values. This is not done in a single generation-and-test cycle, bu;
through an iterative series involving the generation of alternatives, testing
them (through actual small-scale studies or through simulation), describing
revised alternatives, testing them, and so on. (pp. 7-8)
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Instructional Context (purpeses, structure, and resources)
Design Optimization and antrol
v

Instructional Mediation (with Research Observation)

! ! ;

i Testing Phase
Design Phase Enactment Phase
Person —» Content —® Process — *» Product

{Pre-Assessment) {Post-Assessment}

FIGURE 1.2 An architecture for design research on teaching and leaming.

In this Aowchart {Figure 1.2), Instructional Context serves as an ovc.rarc}ung
guide for design work on goals, specific components, sn:ucturc, u'xtcracf:xons. ar;cd
resources. The arrows indicate the direction of information fiow in design work.
The information flow starts with Person (the leatner), individually or as a group,
which directly informs instructional mediation of tll'lc prjtson—contcnt mtcrfacc:
This is the “design phase,” typically occurring offline (i.e., bcfort? cnactrflcnt').
how to represent subject matters and structure the leamer—content interacuon in

i the desired learning outcomes.
' w::: t(}:liniilf{;::::g:m fAows from Pcrsoﬁ and Content to Proccss,.dcsign.rcsearch‘
enters the “enactment phase™: designed leamcr—contcn.t intcrac'uon occurs, ar;d
related instructional mediation is carried out “online” (in real-time teaching) h:(
teachers or teachers/researchers. Simultaneously, daig:} rcscarc.hcrs doc::n?nt w ;
thought processes are engaged through w:at kind of instructional mediation, an
is represented and processed. . )
hov{‘f;c::r:c;:o’:css;;cads to Product, the design work enters the ':tcsungbp::.s? :
how well the designed interactions work, as manifested by lca.lmc:s o‘vcf't < \nocr1
and performance. This information would flow back to Design Opunrz.at;c:;; :tn
Control to create feedback and feedforward loops, and .anothcr cycle dcinﬁ p af;
work starts for optimization and improvcmcnf of a d_csxg?x and a 1;110 ¢ nd
refined underlying theory. In the following section, I will discuss eac ! con_lptoncc‘
in the context of enhancing intellectual funcu_omn-g and promounc;g u;l cctivc
tual growth, or, more specifically, how pcrlspcctlval,. mst'rument.al, an ;c ev.:]i e
learning can be engendered through teaching—learning interactions and r
at the individual level.

instructional Context

i ces
Instructionghcontexts are mainly concerned with goals, structure, and' rt':s'our
for dcsig‘ learning environment and sequence of learming activities (an

activity-level analysis). Thus, any design has a normative side {what kind of
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knowing and knowledge is desired and valued in the learning enterprise), a
pedagogical side (how leaming should be structured and mediated to achieve the
set goals), and a pragmatic side (what resources are available for that purpaose).

The following questions are centra! when we try to integrate learning with
concems over intellectual gains: What is the nature of the subject matter we are
teaching vis-3-vis the current level of the child’s knowledge and thinking, how
it is connected to the larger social world in which children live, and how it might
broaden the intellecu"ml horizon of the child in question, A recurrent debate in
this regard has been between those who insist in teaching basic knowledge and
skills and those who advocate teaching for deep understanding and higher-order
thinking. Siegler (2001), for example, questioned whether it is realistic to teach
grade school children for deep disciplinary understanding of math and science
(sce also Kirschner et al., 2006).

There are three root metaphors of the structure of leaming, transmission (or
acquisition), construction, and participation (cf: Greeno, Collins, & Reesnick, 1996},
which help organize learning in pcdagogica:ﬂy different ways. For those who
promote “higher literacy” and believe that students need to know that “math-
ematics, biology, history, physics, and other subjects of the school curriculum
are distinctive ways of thinking and talking” (Wineburg & Grossman, 2001; see
also Gee, 2003), the notions of learning as participation and (knowledge) con-
struction arc central, though social transmission of knowledge is also meaningful
in the form of cognitive apprenticeship. How we can teach the mind to respond
to new situations more adaptively and critically is at the heart of cultivating
intellectual potential and promoting intellectudl growth. For this purpose, learning

of disciplinary content in proper contexts of use is instrumental for supporting
such intellectual growth,

Person as an Enabling as Well as Constraining Factor

The person (the learner) is both an agentic presence and constraining factor
for design work. Under the cognitive framework or acquisition metaphor, the
person is often conceptualized as providing |an initial state, and instruction is
designed to bring the person from an inital state to a goal state, however defined
(Glaser, 1976). Researchers using the participation metaphor of learning con-
ceptualize the leamer in terms of what kind of entry (timing, medium, and support)
is appropriate for ushering the person into the realm of 2 particular social practice,
be it mathematics or literature.

Many putative leaming-related constraints have been proposed, most of which
have to do with abilides and prior knowledge (Snow & Swanson, 1992). A
recurrent theme summarized by Newell (199Q) is the preparation—deliberation
trade-off: the more offline preparation (c.g., more prior knowledge), the less the
demand on online deliberation. Cognitive load theory (CLT) deals wi trade-
off in 2 more elaborate way (see Plass, Moreno, & Brunken, 2010). ents




22 David Yun Dai

against inquiry-based or more constructivist-oriented teaching are often bascd.on
the assumption that students don’t have the necessary -knowledgc prcpm-uon
to engage in high-level thinking and problem solving (?{uschncr ctal., 2006-\, zlelc
Tobias & Duffy, 2009). With respect to levels of analysis, thc? arguments typically
conceptualize constraints as located at lower-level mcch‘ar‘nsms and opcrm;ns,
such as working memory capacity limits and lack of cognitive schemas to re uce
the cognitive workload. Regarding this objection to higher-level meaning
making in learning, the question is how much does a person have tc‘)‘ know
about 2 domain beforc he/she can develop deep insights .m_to !:hc modus
operandi” of a domain as a form of social practice? Here, the distinction bv..en.ween
perspectival and instrumental learning bccomcs. useful. It seems that ga.m:ll:zg ;
new perspective through experiencing things differendy or in more spec1b e
and principled way (knowledge-about; sec Lampert, 199.0)‘ m‘:ﬂ/ not be a‘s
demanding in terms of prior knowledge as building and practicing mst'xumcnts
for problem solving (knowledge-how). A key p.edag'c?g;cal sll:rategy is to Ztart
informally and experientially (c.g., developing an intwitive basis f(.:;r deep un crc-l
standing, using metaphors and other means; sce Lehrer & Pfaff, this volume) an
move gradually toward formalization (Bruner, 1979; see ak? Bransford et al., 2000).
Individual differences in cognitive and affective functions are o&cn.used asa
basis for differentiated treatment. Indeed, the ATI research is built on this premise
(Cronbach, 2002; Cronbach & Snow, 1977; Snow & Lo.hmm,“198.4). (zlasc:!
(2000) suggested that we move away from the abstract notion of “aptitude a}r:
take 2 more diagnostic approach regarding what one can or cannot do. To com| at
a static, unqualified notion of “aptitude,” Snow (1992) .proPoscd ap.ntudr
situation as a umion; that is, apritude is always relative to situations. This more
proximal, situational construal of aptitude makes it possible to encourage anf:l
.fostcr active and eritical learning and intellectual developn-lent n-:gardless ?f their
“entry” level, while addressing whatever constraints and_ impediments mlght b:l
present vis-3-vis the leaming task at hand (see Bannzn., this vo?ume, for a detaile
account of designed interventions with twice exceptional chllc!ren).

There is an increasing realization that children should be considered not merely
as 2 constraining factor, but as an enabling one, a resource to draw on. The fm:tf
that the human brain is predisposed to predict patterns, even when an array o
stimuli is random (Gazzaniga, 2000), and that children as young as.ﬁve or six
years old are routinely and spontaneously engaged in conscious meaning ma.k_ut.g
of their experiences of the world {e.g., making “representational rcdc?cnpuon ;_
Karmiloff-Smith, 1992), makes it clear that lcamners shoulq Pc :n actve p;;ndo
design work, rather than sitting at the receiving end, “acql-nnng the kr;c;)wzzo %:;
and skills prescribed by others. The two examples used by diSessa and Cobb oo
to demonstrate “ontological innovation” in design tcs.ea.rch., m«:t:u-ep;cscnmm:)fr.;rs
competence and sociomathematical norms are cases in point. Thc or:n:i:l:cm X
to a body of knowledge students br'tng to bear upon the learning mate

e e mmmracatitaIOTIE
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and the latter refers to norms of mathematical discourse that encourage intellectual
autonomy in taking part in mathematical practice. Both are instances of agency
emergent from classroom discourses that the design researchers leveraged for
more advanced academic and intellectual development. That learners can effect
a more productive learning environment by acting on the subjéct matter intelli-
gently, critically, and creatively should be a major consideration in design. It brings
opportunities as well as uncertainties to design work (see Engle, this volume;
Gresalfi et al., this volume; Langer, this volume; Zhang, this volume)

Content Representation: Designing the Person-Content
Interface

Design work in this phase is basically designing the person—content interface. [t
involves analysis of affordances and constraints: what a situation enables and
affords the iearners to do and accomplish, and what constraints need to be addressed
in order to materialize these affordances. The key issue to be addressed is repre-
sentation, because how students interact with in instructional situation is mediated
by perceptions and interpretations of that situation. This is a distinct intentional-
level analysis. By content tepresentation, I miean not only representation of the
subject matter, but also that of a learning situation (e.g., in what context and
how a topic is introduced, and a problem is presented, and what is the purpose
of introducing the topic or problem), as the latter can influence students’
perceptions and representational strategies regarding the former.

The normative question of treating leaming as an intellectual act is how an
instructional situation and its informational content can be designed to induce
perceptions and interpretations conducive to perspectival, instrumental, and
reflective leaming.

For this purpose, both the medium and substance. of representation are
important. Medium concerns how information is ptesented and represented, and
substance concemns what is presented and represented. For illustration purposes,
we can roughly classify media as text-based, aiscourse-bascd, and action-based,
and substance as content knowledge (facts, con;::epts, and theorics, etc.), reasoning
schemas and strategies [(proportional vs. causal reasoning, use of mctaphors and
analogy, inferring design grammars, etc.), and complex problem solving (cases,
critical instances, projects, etc.). Putting them in a larger instructional context, a
curricular/instructional activity has three levek of representation: (a) representation
of subject matter as part of the curriculum content in its purposes, structure, and

functionality; (b) representation of the informational content as part of a larger
body of domain knowledge and its epistemic value and practical utlities (i.e.,
Popper’s World 3; see Popper, 1972); and {c) representation of content being
learned as a cultural way of knowing and part of social practice that produced
this body of knowledge (i.e., recognizing it as a particular kind of socially
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always involves recognizing various distinctive ways of acting, interacting, .valuing,
feeling, knowing, and using various objects and technologies, that constitute the
social practice” (Gee, 2003, p. 29; italics original}.

Medium and Message

Text-based representations include a variety of verbally mediated t'ormsti :f
communication aimed at disseminating informatiofl.and knowlcdgF or prcscr;vcsg
a particular argumnent. A text can contain propositions, i:ncts, cla.lrrlls, n:;:r:) cu;
or expositions, from which meanings (structures, funcnons, rclau:irfs P o
be drawn and made about the world (states of affairs, hu@ condidons, d .
However, text-based representations are for most part mcc?gtcd by l;.mgu?gc anC;
to a lesser degree, pictures. Text comprehension (e:.g., crlmcal fclac:xung). 1: anna:t‘
of reasoning and meaning making par excellence, mvc?lvtng- critically :lnarcz -
ing and understanding the underlying logic of a text vis-a-vis a partic ’ bgd];
Texts are most frequently used for representation of a culturally create 0%
of knowledge, World 3 in a Popperian sense (Po.pper, 1972). One -cxhan;;(:)o‘n
concept-oriented reading instruction {Guthrie, Wigfield, & Pcrcnchctl; : m-.
However, texts can also be built to represent the cu.lt:-ural practice a:i Sl -
duces knowledge. Palincsa and Magnusson (2001), for mstlmf:c, rcportc. ;:
research on second-hand investigation by delibcratcly. building 2 tcxtdm the
form of a scientist’s notebook, mixing genres of rllamnve.. exposxu:;:;ki;sc?lp;
tion, and argumentation, to represent scientists’ doing, feeling, and ;ﬂ ng uﬁte
scientific domain. Learners, while reading the notebook, would men djy s:?:nﬁm
the thought processes (i.e., emulating, vicariously, a modus ?pc‘ranﬁf) sirl :
go through, and gain insights into the naturc-a:nd processes of scien 1; mcsl:urz-
The context for the use of texts becomes a critical consideration in f;luc e
tonal contexts, as is also the case in the tcaclhin.gd:)f L:;: f:ctl:::s; ;n f;:ca]__wodd
earlier, where text material is used as 2 tool with which to L reat-word
’ tudents encountered. In other words, a text, and the just-in
i;‘:b\i;:;g: it presents, is used instrumentally to undcrs.tand and s:llvc ; g:zt:;r:r
Discourse-based representations refer tg rcprcscx;ta;c-)sn:u ;r:i:nc ;:::m during or
after significant amounts of teacher—stu cn.t. stude ' o ot
and interaction. Discourse-based representanons are un.port;nt vi:c e
academic learning involves interpretation of sense n.u.kmg, nan;: y ¢ o (g1 -
the various realms of meanings (Gee, 2003; Pl'.lcr_nx_. 1964). Resnic '

i il- d discipline and Lampert’s (1990}
tca;hing chf r::gd:;ir:;ufj;thugrﬁcﬂ i;mnfant;r:maticalpguesscs were eatly exm}ples
E;bugifdgiyng deep understanding of a topic through d.iscoursc.e—bas;d“rzsz;iu;::;
In fact, they afford metarepresentation of underlying 10g1[fc E e s

ing an tifying knowledge claims (Kuhn, 2002). er ‘ (i
ohomn L‘f arement as a basic metaphor for understanding ratio :
mc‘as - Leend ennl Gamiently used to engage students in

volume)
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“epistemic conversadon.” Langer’s {this volume) envisionment-building in litera-

ture and social studies, and Zhang’s (this volume) creative knowledge practice
also rely heavily on discourse-based representations.

Action-based representations are based o

solving activities. Guided discovery, problcrx'rl

skill-based simulations and games, all have a distinct action component in the
sense of having a problem to solve and a task to accomplish. An action may involve
texts and discourses but has added value in its affordances for real-time, in situ
actions and representations (and metarepresentation)
knowing and thinking as a professional practice (Gee, 2003; Shaffer, 2004). Action-~
based representations are embodied because such representations are ingrained in
actions, motivations, perceptions, affects, attitudes, and values, rather than taking
the abstract, symbolic form. Although the efficacy of action-based instructional
activities for students who have Limited knowledge and skills to work with is
questioned (Kirschner, 2009), it can be argued that they provide an experiential
basis for grounding the otherwise decontextualized abstract concepts and theories,
As Barsalou (2003) suggested, an action-based dynamic conceptual representation
can be tailored or fine-tuned to “the constraints of situated action” (p. 553), thus
more easily activated to support future action. The leaming con
in the environmental science class discussed carlier afford such
dynamic conceptual representation of “greenhouse effect”
students to act upon the knowledge (i.e., transfer) more readily and effectively.
A design may mix two or more forms of medium, as is usually the case with
most designs. A critical question for perspectival, instrumental, and reflective
learning is how to put a particular content in a larger context so that representations become
potent for connections to its perspectival reference and !fn.srrumemal value. An age—old issue
in learning theory is the part—whole problem. Hilgard (1948) delineated the history
of learning theories as divided between those who view learning more
atomistically, as installing building blocks one by one to build an ever more
complex repertoire of knowledge and skills, and those who view learning as a
process of mapping out the structural whole in which various pieces of knowledge
will find their respective place (sce also Perkins, 2010}. Without taking a too
polemic view on the debate, it can be argued that situated actions coupled with
guided inquiry may engender representations that are intellectual in nature; that

s, they afford metarepresentation of knowledge as the result of human endeavor
to understand and change the world.

n situated inquiry and problcx;l-
~based and projcct-based learning,

of 2 particular way of

ditions created
an action-based
that enables the

Process and Instructional Mediation: Engineering a Sequence
of Learning Activities

This is an enactment phase of design work. The key question is how toengincer
a sequence of learning activities that maximally utilize personal, tec gical,
and social resources to achieve perspectival, instrumental, and reflectve gains,
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while at the same time addressing possible developmental, social, and individual

difference constraints regarding cognitive readiness, affective valence, and motiva-

tional inclinations. This is where the person, content, and context issues need to

be integrated and addressed simultaneously: {3} How to leverage students’ know-

ledge, abilities, and motivations while addressing potential constraints at the

individual and interactive levels (Person); (b) How to direct attention and thinking

to engender proper content representations in the service of overall learning goals

(Content); {c} How to orchestrate important design elements of classroom

teaching (pedagogical toals, technological support, social organization of learn-

ing) to enable optimal learning conditions for intellectual growth (Context).

In short, while carly phases of design work may take things apart to see how they
work separately, in the enactment phase one has to put everything together to
see how it works as 2 whole. Most important social-contextual, interactive factors
{activity level) and psychosocial variables (intendonal level) in a given leaming
situation are now clearly defined, substantiated, and operational at this stage of
design work, and enactment will ultimately get the computational level in terms
of execution and detailed implementation. They set the stage for the work of
instructional mediation.

Instructional Mediation: Engage, Guide, and Organize

Instructional mediation is the real-ime mediation of the person—content—context
interaction. Instructional mediation of learning as an inteliectual act can be seen
as a pedagogy of enhanced thinking: how to engage, guide, and organize leaming and
thinking in the direction of gaining new perspectives, mastering new instruments, and fostering
new reflective insights. The mediation process can be explicit (c.g., taking the form
of direct teaching or guidance), or seamless (e.g., embedded in problem-solving
activities); it can be a built-in feature of an instructional medium (e.g., how a
text or game is structured to engage, guide, or organize active and reflective
learning), or through a human agent (e.g., the teacher) (Dai & Wind, in press;
Palincsa & Magnusson, 2001). Instructonal mediation inevitably utilizes three
resources: pedagogical toals, technological support, and social organization in
addressing learner-related, content-related, and context-related constraints. In the
following, | briefly discuss how gaining perspectives, mastering instruments, and
fostering reflective insights have their own distinct entailments, and how cach
can be engaged, guided, and organized, with a caveat that they work in a reciprocal,
cyclic fashion.

Instructional Mediation of Perspectival Learning

In line with ecological psychology, the essence of perspectival leaming is the
education of attention and perception (Gibson, 1977). Although working memory
rarariry and roonitive Joad are distinct, relevant issues for learning new materials
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(Plass c_t_ fﬂ., 2010), Saariluoma (1992) found from his research on chess that a
more critical element in performance errors is perceptual (apperceptions} in nature
tather th_an memory capacity. In other words, learning involves a rcoricntatfor;
cff attention and restructuring of perception, or reorganization of one’s interpreta-
tive apparatus (Piagct,_ZOOl; Sinatra & Pintrich, 2003). Because of the perceptual
nature of perspectival learning, affect or feeling becomes 2 crucial factor. The
motment one says “it' makes sense” or “how come this happened?” indicates 2
state of_ feeling and consciousness that is anything but cmotionally neutral. Two
constraints follow: people only ty to actively interpret a situation when tl.lcrc is
perceived novelty of perplexity (Hatano, 1988); and perspectival gains would not

occur unless a leamner is open to changing beliefs and values (following the
recognize—appreciate—valuing sequence),

Instructional Mediation of Instrumental Learning

Learning .is instrumental in that leaming helps one achieve intellectual, social
and practical goals of solving problems relevant and meaningful to the 'lcamcr’
In the greenhouse lesson cited earlier, the teacher engaged students in figurin .
out the temperature changes inside a car or soda bottles, thus creating “a nceg
o know"' (Wise & O'Neill, 2009). A major pedagogical strategy for cognitive
and affective engagement is to position learners to acquire content knowledge
that has a direct bearing on important, real-life circumstances (Barab, Greszlfi
& [nw—Goblc, 2010). Besides engagement, guiding attention, tcaso'ning 1nd'
organizing problem solving through modeling; scaffolding, and granting auth;xity
and collaboration is what most inquiry-based learning models highlight (scc,
Hm_clo—Silvcr, Duncan, & Chinn, 2007; Schmidt, Loyens, van Gog, Paas, 2007;
White & Fredericksen, 1998; 2005; see also Engle, this volume; Zhar;g tlu;
v9lumc). Consider the “gap-filling” notion of intelligence discussed in the b::gin-
ning .of this chapter: children who are spontaneously engaged in coherence-
building, or bridging-the-gap self-explanations, are seen as more intelligent than
those who are not. If so, instructonal mediation for those less prone to fill in
thc.gaps can take the form of encouraging inference-making and self-explanations
which enable the leamners to develop a disposition to seek explanation and con-:
scnflucndy a schema for reasoning about a given class of phenomena or events
_(Slcgler, 2002). Even constraints that sit deeply in the learner’s cognitive
infrastructure (e.g., attention deficit) can be remedicd to some cxtent by external
tecl?nology-supportcd systems (see Bannan, this volume), analogous to prosthcti;
devices for the physically handicapped. To be sure, instrumental leaming means
mastery of conceptual and technological instruments and tools that take man
years of deliberate practice to build and solidify (Ericsson, 2006), and the mrurz
of instrumental learning as progressive deepening (de Groot, 1978; Newell 1990)
may put fulxthcr constraints on how fast one can achieve technical proﬁlciency
and expertise in 2 domain. Yet, the instructor should never lose sight of their
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real-life utilities or instrumental value as supporting problem solving (Shulman
& Quinlan, 1996},

Instructional Mediation of Reflective Learning

To use Schin's (1983) framework, both reflection-in-practice and rcﬂ_ccuon-(;:n-
practice can be instructionally mediated through engagemen.t and gmdanc;:(.)o :)r
example, in epistemic games that mimic professional pracuc?s (Shaffer, l ,
Shaffer and his collcagues deliberately built a reflection cycle %mo the gamﬂcp ayci
so that the epistemological grounding of such professional p'racm.:e can b; rlc cc't:
upon. White and Fredericksen (2005), in their work on mqu%ry—basc ;ln:n g
in science, developed a technology-based support system designed to ;H ;l:e
metazcognition. In his mathematical teaching, Lcl'.u'er (Lehrer & P aﬂ, t. v;:
volume) engaged students in an cpistemic convcrsauon,.mcant to be reflecn .
on the fundamentals of mathematical thinking. Vicwcc.:l in a broader cor.ltcxt o
learning, reflective learning is a natural consequence of umuumcmal l‘ca,rmn? (::;
Figure 1.1). People engage in reflection, not because of its intrinsic mterest, "
because of the consequentiality of learning (Barab ct.al., 2010; see also Derry
Lesgold, 1996, for reflective learning in training settings).

Product: Assessing Learning, Developing a Prototype, and
Building a Grounded Theory

1f the enactment is a process of orchestrating and cngin.ccr'mg. the tr:;m_uon frc::]:
a focus on process to a focus on product indicates a testing phase for design v;:ce;
Here, the term “testing” has three dimensions: (a) whether the process prod o~
a desired state or trajectory individually or collectively (the effectveness ;:ln;cr;o cé
(b) whether the process produces 2 design prototype th:zlt has well-defin <
components and procedures that make it sca%ablc and applicable to ; nniec o
instructional situations (the practicality criterion); and {c} whelthcr t ; g:ﬁnCd
produces 2 grounded theory that has all constructs and ‘mtcrrclan?nshwc define

and assessed and has a level of generality that cnables it to cxplal‘n_ ow‘tc -on)g
can be optimized to support thinking and development {the validity cntenion).

Does the Process Produce a Desired State or Trajectory
(the Effectiveness Criterion)?

Current assessment practices for effectiveness of: a progr:.xm are fs‘1:1k1111 in ;hccIg t:a::la
tion from a tradidonal approach that assesses discrete pieces © .ow cSh >
more fo ive, diagnostic approach that aims to enhance leaming (Shepard,
2000). F ssment of intellectual growth, what one learned serves the purpose

of thinking more intelligendy about a topic. At least the following taxonomy of
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intellectual gains can be discerned: (a) foundational knowledge (facts, procedures,
and concepts, and goals of a discipline or domain of social practice}; (b) conceptual
understandings (reasoning schemas at a more complex level regarding a subject
or domain; (¢) meta-awareness of the epistemological grounds of the know-
ing process and knowledge claims; (d) the transformation and productive use of
knowledge for intellectual or practical purposes (i.c., problem solving); (¢) refined
habits of mind, such as a critical stance, 2 diSposition to reason, seck explanations
and make educated guesses, to extrapolate, to suggest viable alternatives, and probe
for further undenstanding, to engage in counterfactual thinking (suspense of
disbelief), or, simply put, to think more intelligently (Gresalfi et al., this volume;
Halpern, 2008; Perkins & Ritchhart, 2004). The traditional psychometric
approach is inadequate in dealing with the challenge (see Moss, Pullin, Gee, &
Haertel, 2005, for a sociocultural argument against psychometric perspective on
tesung); yet, without some metrics of performance and behavior, making claims

about positive changes becomes difficult (see Keily, this volume). At any rate,

the assessment of learning gains of interest would have to take innovative

approaches, capturing these qualities dynamically in situ, rather than in a paper-

and-pencil task (sec ‘Gresalfi ct al., this volume; Shute & Kim this volume; and

Zhang, this volume; see also Gee & Shaffer, 2010). Assessment in design rescarch
is by nature formative, not only in the sense of improving design, but also assisting
in further defining the parameters of a problem that a design attempts to address.

Does the Process Produce a Design Prototype that has Well
Defined Components and Procedures that Make it Scalable
and Applicable to a Range of Instructional Situations

(the Practicality Criterion)?

The second criterion determines whether a design is practically viable and
implementable. It is still open to debate as to the degree in which a design needs
to be “proceduralized” so that instructors can implement it with high fidelity, or
should be principle based and remain flexible for adaptation to local situations
(see Dede, 2004; Engle, this volume; Zhang, this volume). The issue concerns
the extent to which a design can realize full technical rationality or formalism in
terms of specifying all details of implementation from the social-interactive level
all the way down to the psychological level. Given that we still don't know much
about how to engineer psychological processes in an algorithmic fashion, 2 design
may have to stay at a level that is not fully specified through technical ration-
ality. Therefore, a fair amount of reflective rationality is still needed on the part
of implementers to materialize a design that,.in many respects, remains principle

based and demands critical (and sometimes creative) interpretatons in imple-
mentation. Another issue is the extent to which a design can main quality
and integrity while remaining realistic for implementation, for exampld¥hot taking
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inordinate amounts of resources and expertise. Dede (2004) alerted design
researchers to a distinction between a design and its conditions for success, There
scems to be a trade-off between idealism and realism.

Does the Process Produce a Grounded Theory that Has All
Constructs and their Interrelations Well Defined and Assessed
and Hos a Level of Generality that Enables it to Explain How
Learning Can Be Optimized to Support Thinking and
Development (the Validity Criterion)?

Design research ultimately aims at producing evidence-based claims that poten-
tially change the existent educational practices (Barab & Squire, 2004). Moreover,
it generates theoredcal ideas that illumninate important parts of education and
instructional practice and thus deserve the label “ontological innovations” (diSessa
& Cobb, 2004). Design research aimed at high-level intellectual functioning
and growth should do no less. At a minimum, it needs to specify person-based,
content-based, and context-based affordances for, and constraints on, learning as
an intellectual act in a way that informs instructional mediation, leading to social
and psychological processes that materialize affordances in terms of enabling
perspectival, instrumental, and reflective gains. To the extent it illuminates how
feeling, thinking, or acting is (or can be) engaged, guided, and organized in authen-
tic learning and performance situations, it becomes an education-based, fully
integrated theory of leamning, intelligence, and intellectual development.

Process Optimization and Control: Design-Test-Modification
Iteration and Theory Building

This is the metalevel, executive function of design work. Part of the executive
function is control: how to manage the temporal, socially and psychologically
dynamic activity of leaming that involves interacdvity of multple agents and
resources within a certain temporal and social boundary. Historically, rescarchers
preferred to use simple units of analysis that contain minimal elements for en-
hancing internal validity {i.e., doing controlled experiments; Campbell & Stanley,
1966). Design research deliberately uses a unit of analysis that encompasses 2
broad range of social and psychological parameters and has a high level of com-
plexity. A strategic issue design researchers have to wrestle with is how to define
and manage the boundary of 2 design, open and responsive to important clues
and new leads, while not overstretching to the point of unmanageable complexity.
_For cxample, should a design involve insttutional support, such as teacher
training and capacity building? Earlier, 1 claborated on instructional mediation.
But what about teacher learning and growing with students? Such a component

institutional changes of a school and complicate
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implementation. However, without such a component, 3 design may be fragil
and unsustainable in real classroom settings. ’ )

Br:yond contro] and management issues, the main purpose of the exccutive
function of design work is optimization, a prominent feature of design work
(Glaset.. 1976): how a system can be attunéd adaptively to emergent constraints
propcme?s, .a.nd new affordances, while maintaining an initial principled srzncc'
The optimization mainly relies on two meéchanisms: feedback and fccdforward'
Feedback mechanisms rely on information that flows from person, content roccss.
.:md prloducft to inform effectiveness of leaming vis-3-vis set goa'ls and ol;_jl:ctivcs,
including identifying emergent person-related, content-related, and proccss:
Felatcd Cfmstraints {see Polman, this volume). Feedforward mecl;an.isms rely on
information from the person, content, process, and product to envision emergent
affordances and new possibilities (2.g., students’ newly found or acquired skills
create new learning opportunities). It should be noted that both feedback and
feedforward mechanisms are not merely to improve practice; it is a process of
theory building as well. In fact, the “ontological innovations” diSessa and Cobb
(2004) 'claboratcd on are all based on feedforward mechanisms, inventing new
thcorFucal constructs that become a leverage point for cnhan::in intcllgectual
functioning (see also Zhang, this volumc).‘ ;

Significance of This Line of Work

In this introduction chapter, 1 attempt to delineate a history of how we have
come to a 'point where it is viable to think about leamning, teaching, and thinkin
abs ujl;nertmned rather than separate issucs, ,and how design research may hclg
d an agenda to promote intellectual growth and formulate an education-based
theory .of' intelligence and intellectual dcvitlopmcnt along the way. A ciscal
of L'hc literature on design rescarch will reveal that most prominent (.:oncrc’ms of
design research have been on students’” deep conceptual knowledge and higher
order thinking; yet the design research community remains silent re d'm-
tl-xc challcn‘ges from the psychometric research that shows distinct indg.iir'iduagl
differences in intellectual functoning and development, or from those skeptics
W}-‘.IO argue that the constructivist movernent aimed at promoting h.ighcr-oI:'dcr
thinking in education has yet to produce creditable supporting evidence beyond
the rhetoric {e.g., Kirschner et al., 2006; Mayer, 2004; 2009). There are three

imperatives that make this line of . ) : 3
practical. ¢ of work important: theoretical, empirical, and

The Theoretical Imperative

Intelligence has for 2 long time been seen as a property of the mind, a trait possessed
by the person. Perkins (1995) concluded that all extant intelligence theories
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fall into three classes: the first kind, neural intclligence, emphasizes the role of
biological underpinnings for high-level functioning; the second kind, experiential
intelligence, emphasizes domain experience as a basis for high performance; and
the third kind, reflective intelligence, stresses the role of the reflective guidance
in enhanced intellectual functioning. While neural intelligence is presumably less
malleable, experiential and reflective intelligence can be enhanced by social
interventions. Also, in the spirit of distributed intelligence (Gresalfi et al., this
volumne), design research has the potental to contribute to “smart design,” cven
a new kind of theory of intelligence, fully situated in education settings, use-
inspired, grounded in empirical evidence of realized intellectual potential and
growth, reflecting optimal design as much as power of mind. In other words,
can we go beyond the Fiynn Effect (Neisser, 1998) to rcach a new level of sophisti-
cation in intelligent designs and designed intelligence? To social optimists as well
as pessimists, this is a test of nature and nurture in a fundamental way. Design
efforts to cultvate intellectual potential and promote growth will ultimately
demonstrate how nurture (with all its pedagogy, technology, and resources) can
stretch the limits of human potential, and how nurture may be constrained by
nature (Dai, 2010).

The Empirical Imperative

Whether design research is a viable method for generating theoretical as well as
practical models of enhanced intellectual functioning and growth depends on
whether “smart leaming” indeed results from the design work. This is partdcularly
truc in the larger policy and funding context (Kelly, this volume). Finding proper
ways of assessing the progressions in leaming and thinking condnues to be a main
challenge. In that regard, technological breakthroughs in asscssment of intellec-
tual functioning in situ and growth over time in design rescarch are critical in
producing credible evidence, which can convince stakcholders of education and
skeptics that a more ambitious education agenda aimed at high-end learning and
higher-order thinking is indeed viable. In addition, design rescarch aimed at
promoting deep understanding and higher-order thinking has yet to confront
evidence of individual differences in leamning and thinking {(Ceci & Papiemno,
2005) head-on, rather than treating this body of literature as irrelevant. How
individual participants differentially bencfit from a particular design, and how a
design is adaptive to individual difference constraints are also legitimate questions
(Snow, 1992). Design research has to show that, while the more able may indeed
gain more with cducation interventions {(Ceci & Papierno, 2005), almost all
students can gain intellectual grounds when instructional designs engage their
agency andaddress their needs or particular constraints. Design research will also
need to a new language of interpreting data and making evidence-based
claims, switching from simple, linear cause-cffect mapping to more complex,
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multi-level affordances—constraints, means—ends analysis. Validity needs to be
redefined from the new epistemic stance in terms of whether insights gained from
the research help bring about meaningful, positive changes (Barab et al,, 2010).
As a new methodology, design research is well poised to achieve both relevance
and rigor; however, it is still in its early stage of development, and there are more
questions than answers regarding its nature and efficacy. For example, just as
a design study can be underconceptualized and overproceduralized, as Dede
(2004) pointed out, it can also err on the op;:osite, overconceptualizing and under-

proceduralizing, falling short of operationalization and substantiation, with a design
remaining “theoretical.”

The Practical Imperative

Design research is normative, concemned with what “ought to be” (Simon, 1981).
There is an inherent aspect of cducationél innovation in it. The past century
has witnessed 2 sea change in social and economic development, facilitated
by dazzling scientific and technological advances, yet the structure of schooling,
as well a5 how curriculum is structured and delivered for the same pertod, remains
virtually unchanged (Collins & Halverson; 2009). In the spirit of designing for
a better future, design researchers should take on the challenge of designing
leamning environments for optimal development of the young generations. New
conceptions of leaming and instructional psychology that integrate learning,
thinking, and development are just one way to meet the challenge of the new
world, a global knowledge economy, which demands a workforce capable of
making adaptive changes and productvelyiusing knowledge in problem solving
and decision making, of capturing new opportunities and dealing with
uncertaintes in an ever-changing work environment and Job market. The design
research comrmunity ought to contribute its scholarship to the public discourse
on competencies and skills needed for the new century (e.g., Partnership for
21st Century Skills, 2008). The topics of building deep conceptual knowledge,

enhancing complex problem solving, critical thinking and creativity, of promoting

self-direction and collaborative skills along with academic ones ought to be part

of the research agenda for design researchers. When everything is said and done,

it is the consequential validity that ultimately determines the viability and promise
of design research.
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N. Colangelo,

INTELLIGENT ACTION AS A
SHARED ACCOMPLISHMENT

Melissa Gresalfi, Sasha Barab, and Amanda
Sommerfeld

Traditionally, intelligence has been thought of as an individual attribute that people
carry across contexts. Both our measurements of intelligence (they take place
outside of any familiar context of learning, using protocols that make assumptions
about the separation of content and context) and the ways we talk about
intelligence (someone is “smart” or “gifted,"” rather than someone might act smart)
indicate our overwhelming belief that intelligence is ulumately a property of
an individual. In this chapter, we propose a different vision of intelligence, one
that focuses on how we learn to act in ways that are recognized as more or
less intelligent, and the role of the environment in making an individual appear
intelligent or not. Specifically, we propose a way of thinking about intelligence
that highlights the kinds of disposition we develop to act in particular ways, and
consider how those dispositions develop in relation to learning opportunites with
which leamers are presented over time.

We come at this issue from a relational ontology that makes particular
assumptions about the location of knowledge and intelligence as a shared or
distributed accomplishment rather than an individual one. In other words, we
purport that what it means to act intelligently is spread across individuals (both
the person acting intelligently and those others in the immediate context), and
is inseparable from available tools (such as computers or dictionaries), norms and
expectations (whether risk taking is supported or punished), opportunities for action
(for example, procedural versus more conceptual expectations for action), and
personal history (such as knowing how to understand a particular interface or
participate in a particular context) to environmental particulars of the immediate
situatton, In this way, a relational ontology focuses attention on the individual-
in-context, and how people use the world around them to scaffold their
meaningful participation. It is according to this perspective, for example, that



